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ABSTRACT
This course will introduce students, researchers and digital artists
to the recent results in perceptual research on virtual characters.
It covers both how technical and artistic aspects that constitute
the appearance of a virtual character influence human perception.
We will report results of studies that addressed the influence of
low-level cues like facial proportions, shading or level of detail and
higher-level cues such as behavior or artistic stylization. We will
place emphasis on aspects that are encountered during character
development, animation, and achieving consistency between the
visuals and storytelling. The insights that we present in this course
will serve as an additional toolset to anticipate the effect of cer-
tain design decisions and to create more convincing characters,
especially in the case where budgets or time are limited.
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1 COURSE DESCRIPTION
Virtual humans are finding a growing number of applications, such
as in social media apps, Spaces by Facebook, Bitmoji and Genies, as
well as computer games and human-computer interfaces. Their use
today has also extended from the typical on-screen display applica-
tions to immersive and collaborative environments (VR/AR/MR).
At the same time, we are also witnessing significant improvements
in real-time performance and increased visual fidelity of characters.
The question of how these developments will be received from the
user’s point of view, or which aspects of virtual characters influence
the user more, has therefore never been so important. This course
will provide an overview of existing perceptual studies related to
the topic of virtual characters.

Tomake the course easier to follow,we start with a brief overview
of human perception and how perceptual studies are conducted
in terms of methods and experiment design. With knowledge of
the methods, we continue with artistic and technical aspects which
influence the design of character appearance (lighting and shading,
facial feature placement, stylization, etc.). Important questions on
character design will be addressed such as - if I want my character
to be highly appealing, should I render with realistic or stylized
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shading? What facial features make my character appear more
trustworthy? Do dark shadows enhance the emotion my character
is portraying?

Finally, we dive deeper into the movement of the characters,
exploring which information is present in the motion cues and how
motion can, in combination with character appearance, guide our
perception and even be a foundation of biased perception (stereo-
types). Some examples of questions that we will address are - if
I want my character to appear extroverted, what movement or
appearance is needed to achieve this? Can character appearance
influence my moral decisions in a video game? Does my behaviour
towards a virtual human change depending on my empathy level
towards them?

The course provides the overview of the relevant studies in a
way that makes it easy to identify answers to practical questions in
production and character development. At the same time, we avoid
giving definite answers to questions of character design and en-
courage further investigation by listing questions left unanswered
to allow for critical evaluation of the presented research.

Finally, participating in a perceptual experiment is a multi-modal
experience, which cannot be reproduced only by descriptive reports
of the experiment design. For this reason, we will select a few rep-
resentative experiments and run a highly compact version of them
during the course for illustration purposes. The stimuli will be
shown on the projector wall and the participants will be able to
rate the stimuli within a small time-frame using their smartphones
and QR codes. Experiments will primarily be selected to introduce
a new topic. We are fully aware that the obtained results are not
representative by any means, but we believe that such live surveys
will improve the understanding of the study design, increase en-
gagement of participants, and be a welcoming break during a 90
minute talk.

Related Tutorials and Courses. Courses of the last 10–15 years at
SIGGRAPH, SIGGRAPH Asia or Eurographics covered topics such
as experiment design [Cunningham and Wallraven 2013], visual
perception of simple 3D shapes [Fleming and Singh 2009], as well as
perception in graphics with applications to display technologies and
virtual environments [Glencross et al. 2006a; Mania and Reinhard
2008; Thalmann et al. 2007]. Other courses covered a mixture of
low-level stimuli perception and application in graphics, where
character perception was partly addressed as well [McNamara et al.
2011; O’Sullivan et al. 2004]. Finally, there are courses that focused
on perception of specific aspects of virtual characters; these include:
(i) the expressiveness of body motion [Hertzmann et al. 2009], (ii)
crowds [Badler et al. 2014; Donikian et al. 2009; Huerre et al. 2010;
Thalmann et al. 2007] (iii) a multidisciplinary study of emotions
covering aspects of philosophy, psychology and physiology [Geslin
2012] and (iv) the creation of believable characters for dialogues
[Jung et al. 2011].

Our course is the first to cover perception of virtual humans
in a single resource, and addresses much more recent work than
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previous courses. We feel that it will be accessible for non-experts
and a starting point for further investigation on related topics.

Audience. This course is suited for students, who want to get an
overview of recent developments of perceptual research on virtual
characters and identify open topics. Furthermore, this course is par-
ticularly designed for researchers and artists who work on virtual
characters but are less familiar with the perceptual research.

Prerequisites. Fundamentals about creating and animating virtual
characters and knowledge about design and analysis of perception
experiments is beneficial, but not required.

Difficulty. Beginner to Intermediate

Website. www.eduardzell.com/VirtualCharacters

2 SCHEDULE
I Visual Perception Basics (20 minutes)
(a) Perception
(b) Experiment Design & Statistics
(c) Stimuli Creation

II Character Appearance (35 minutes)
(a) Character Stylization
(b) Character Realism
(c) Facial Proportions
(d) Level of Detail
(e) Skin Appearance
(f) Lighting and Shading
(g) Visual Attention of Facial and Body Parts

III Character Motion and Behaviour (35 minutes)
(a) Emotion
(b) Gender
(c) Gender and Emotion Bias
(d) Personality
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4 VISUAL PERCEPTION BASICS
Perception is an important part of graphics, and the knowledge
of how the human visual system interprets visual stimuli was the
foundation of many techniques used in graphics. For example, the
knowledge that people can perceive a sequence of images, depicting
a moving object, when presented in fast succession as fluid motion,
was a foundation for animation. Another example is that people
see color due to only three types of light sensitive receptors or
“cones” on the retina (red, blue and green). This was the basis of
the RGB color system, where any color could be expressed as an
integer on the spectrum of red, green and blue. There are many
more examples of how graphics exploits these basic traits of the
human visual system, however, this course will only make a brief
overview of them. The reader is encouraged to refer to the previous
courses [Fleming and Singh 2009; Glencross et al. 2006b] which
cover basic visual perception of 3D environments in more detail.
Here, we present a broader definition of perception, which is needed
to understand some concepts of virtual character perception.

4.1 Perception
Perception comes from the Latin word perception which literally
means “to seize” or “to understand”. In order to perceive the world,
stimuli need to access the organism through a system, developed
to turn information into the activity in the nervous system – a pro-
cess called “sensation” (visual, tactile, audio, etc.). However, these
sensations need to be organized in a meaningful experience. This
part is mainly performed by the brain, which processes information
from the senses and interprets its relevance to the organism. The
first process of transforming sensory–driven information, is also
called the bottom–up process. The second process is based on ac-
quired information about the world through learning and provides
a context for the information from the senses to be interpreted, also
known as the top–down process. A simple model of the interplay
of the processes is shown in Figure 1.

Bottom–up process transforms low–level sensory information
into high–level information. This is needed because visual stimuli
are very complex. A good example of this process is depth percep-
tion – the brain needs to see depth from images, which are displayed
in an eye’s retina as two dimensional images. So how does the brain
do it? Well first, it uses information from two eyes, which deliver
a slightly different angle of the image (retinal disparity). Then, it
joins the images in the visual cortex to assess the depth information.
To do so accurately and fast, it uses a set of learned or predefined
rules of organization.

These are usually known as principles of visual organization
(also Gestalt principles) which are part of the top-down process. A
common principle is “figure and ground” (Rubin [1915], described
in [Beardslee and Wertheimer 1958]) where the figure is seen as
a meaningful object in the field of view (typically presented as
a smaller, connected image), and the ground is the less relevant
background. “Grouping” is another form of organization, where
our perceptual system joins separate objects together to create
a whole by their visual proximity, similarity, continuity, closure,
symmetry and common fate [Wertheimer 1923]. Very important
principles regard depth perception. These principles are especially
important in art and graphics. For example, to simulate depth in 2D

images, (Figure 2a) we can use two lines, converging into a point,
which create the illusion that they are actually parallel and continue
into a distance. The two yellow lines in the picture have the same
length but because they are put on the “path” of the two converging
lines they appear to be at different distances, therefore creating
the illusion that one is longer than the other. A lot of principles of
organization have been observed with these types of visual illusions.
The illusions signify that there are competing processes happening
in visual perception – for example, in the figure-ground principle,
if the visual process cannot determine what is figure and what
ground, it will switch between them, depending on the person’s
attention focus (Figure 2b).

While it is not precisely known which of these principles of
visual organization are learned through experience with the world
or which are biologically inherited, many still belong to a category
of bottom–up perception and are processed in the primary visual
cortex, the brain region which processes the most fundamental
visual stimuli, such as orientation and color [Schwarzkopf et al.
2011]. However, it is known that our top–down processes, such as
attention, expectations, motivations, etc., influence our perception
as well. These mental representations or “schemas” include every-
thing we learned about the world and provide a fast assessment
of the meaning of the stimuli, especially when sensory informa-
tion is vague or ambiguous. For example, top–down perception
is the reason why we can perceive a human form from a simple
point-light display [Johansson 1973], due to our previous experi-
ence with observing people. However, this ability is also the reason
for some erroneous judgments. A practical example is the failure
to notice spelling mistakes in the text since we can derive meaning
from words even when we put attention on a few letters of those
words. On the other hand, these failures can be used to optimize
graphics content without introducing a perceptible change (see
for example mesh simplifications based on a perceptually driven
technique [Gibson and Hubbold 1997]).

When perceiving virtual characters, the understanding of both
bottom-up and top-down processes are important. Knowing how
the 3D shape and depth can be perceived from a 2D representa-
tion is just as crucial for character design as understanding the
importance of pre-existing schemas when observing virtual hu-
mans. These schemas can be very broad and, as we will discuss in
the last section of this course, include social perception. In social
situations, people frequently make judgments of other people based
on very little information. Visual appearance can result in attribut-
ing particular personality traits even to strangers, which results in
perceiving any behavior from that person in the context of the first
judgment. Stereotypes are such an example, where other peoples’
behaviour is analyzed according to a group or category they belong
to (e.g., race, gender, age) and not unique constellations of their
personal attributes. In graphics, we can also use bias as a measure
of authenticity of a designed virtual character - a virtual human
who is perceived to be realistic in behaviour and appearance, could
also induce a biased response [Zibrek et al. 2018].

The recognition of these top–down perceptual effects is also
important when designing a perceptual experiment. Participants
themselves come from various backgrounds and are in different
mental states at the time of the experiment, which might interfere
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Figure 1: Simple model of perception. The object is first seen by the sensory system (visual input) and then interpreted in
context (being at a birthday party). The object is recognized (present) and ends in the response of happiness. The arrows rep-
resent the direction of effect, where there is a feedback loop between sensory information (bottom–up) and already acquired
representations of the world (top–down). Top–down processes also include cognitive states of the person (his attention, mo-
tivation, personality) which can affect the sensory organ to perceive selectively. For example, if the person does not trust his
friends that gave him a present, he might react concerned or even frightened at the sight of the box. There is also an example
of perceptual organization (grouping) in this image: the boxes that describe separate steps in the model are registered by the
sensory system as broken lines yet we perceive them a rectangular objects, seemingly casting a shadow.

Figure 2: Examples of visual illusions: a) Ponzo illusion,
where the yellow lines appear to be different even though
they are of the same length; b) Rubin vase, where the object
in the image can be seen as a vase or two faces.

with the variables we are measuring. The following section pro-
vides a short overview of the basics of experiment design for the
investigation of the perception of virtual characters.

4.2 Experiment Design & Statistics
There are some specifics of the experimental design when investi-
gating the perception of virtual characters. In this section, we are
going to cover the basics by introducing the following topics:

• The influence of participants (sampling)
• The differences in measures: direct and indirect
• An overview of the most important concepts, when analyz-
ing the data (e.g., mean, standard deviation, trust interval and
the difference between significant and intermediate results).

• The importance of controlled stimuli

4.2.1 Participants. As mentioned in the previous section on per-
ception basics, participants come from a variety of backgrounds
and this variation can introduce unwanted effects on our collected
data. Increasing the number of participants is usually the best way

to avoid any effect of individual variation, as this gets dispersed
throughout a large sample while only the systematic effects should
remain. Another important key is also in the sampling approach
- in order to generalize results from the sample of the population,
which is the basic premise of inferential statistics used in percep-
tual studies, the sample should represent the population well. If, for
example, we got a result that the recognition of emotion is higher
for stylized than realistic characters, and our sample is 30 male
and 5 female participants, the conclusion cannot be generalized
to all people, only males. It is similar with sampling only from
the university campuses, or collecting data from only one cultural
group.

In reality, getting a perfect sample for our experiment is usually
extremely challenging. However, some improvements can be made
simply by insuring that the selection of participants is as random-
ized as possible. Another way is to include previous knowledge
on the perception of people and run pilots or pre-tests to test the
experiment design. For example, when investigating recognition of
emotion of virtual characters, research on the psychology of emo-
tions shows that the perceivers’ own emotions influence emotion
perception of others [Niedenthal et al. 2000]. If we are interested to
control for this effect, we could measure the emotional state of the
participant prior to the experiment and include it in the statistical
analysis.

4.2.2 Measures. Peoples’ attitudes towards virtual characters can
be measured in various different ways. The most commonly used
measures are subjective responses, where people are asked to give
answers to a questionnaire, such as rate their experience or make
a decision about what they had witnessed. Subjective responses
are usually obtained by questionnaires, where Likert scales and
semantic differential scales are used in the attempt to quantify data.
Likert scale prompts the person to give a rating of an agreement
with a particular statement (e.g., “On a scale from 1 to 7, how eerie
is the character?”), while the semantic differential scale has two
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different descriptors on each end of the scale, for which it was
previously established that they belong to the same dimension (e.g.,
an emotional response scale can range from happy to sad). These
scales have certain disadvantages. People’s intention, mood, person-
ality type and other unrelated factors can influence the way they
give answers - some people avoid giving extreme ratings, develop
ideas and strategies on how to assess stimuli, give intentionally
misleading answers, etc. [Bartz et al. 2008]. In order to control for
this, repetitions of the same question can give a more reliable result,
and there are even tests which measure people’s willingness to
give socially desirable answers (Social Desirability Scale, Crowne
and Marlowe [1960]). The most common approach, however, is
to use standardized tests, which are created from a set of scales,
measuring a specific construct, and have been tested on a large
sample and controlled for validity (that the test is measuring the
intended construct) and reliability (the test measures the construct
consistently across time, individuals and situations). An example of
a standardized measure which measures attitudes towards artificial
humans is the Godspeed Questionnaire, introduced by Bartneck et
al. [2009] and revised by Ho et al. [2010]. This instrument uses 4
indices with high internal reliability - warmth, humanness, eeriness
and attractiveness. A lot of research studies, however, do not use
the same terminology and the lack of universality is a known issue
in the field of character perception [Kätsyri et al. 2015].

Another way to avoid subjective mapping of answers, a forced
choice task can be used, where a limited range of options is given,
and the participant must choose the one which is the closest to his
answer. In the Two-Alternative Forced Choice (2AFC) experiment
design, speed and accuracy of choices between two alternatives
given a timed interval are tested [Blackwell 1952]. Most of the low
level perceptual experiments use some version of this task, and
the goal is to retrieve the thresholds of stimuli detection or the
levels of when the stimuli changes the perceived intensity. An ex-
ample of how this test could be used for evaluating the perception
of virtual characters, is in virtual crowds or the so called detec-
tion of ‘imposters’ [Hamill et al. 2005], where simplified versions
of characters are introduced to increase the rendering speed of a
large crowd without being noticed by the viewer. An extended ver-
sion of the 2AFC measure is the multi-dimensional scaling method
(MDS), where viewers do not only report the detection of change
but also the degree to which the stimuli changes (see for example
Logvinenko and Maloney [2006]).

Brain studies using fMRI and EEG can be used as well. Experi-
menters can monitor participant’s heart rate, respiratory rate and
skin conductance to track changes in anxiety levels of people who
are observing the character. Peoples’ eye gaze can give a lot of
information on their attention to particular areas of the character,
indicating areas of interest or disturbance. These objective mea-
sures are referred to as physiological measures and have many
advantages: they are quantifiable and do not require participants’
conscious evaluation. Reasons against using these measures could
be poor accessibility and cost of the machines, additional exper-
tise for analyzing the results and non-direct association between
physiological and mental responses.

Indirect measures are therefore the ones where the participant
is not aware of the purpose of the testing and cannot affect the
outcome by conscious processing. For example, rather than asking

the participant how threatening the character appears to him or her,
we can measure participant’s increase in heart rate. Other indirect
measures are based on semantic priming (e.g., Stroop test [Jensen
1965], Implicit Association test [Greenwald et al. 1998]) and are
also used to study the perception of virtual characters [Banakou
et al. 2013]). The later study also utilizes virtual reality as a tool,
where ecological validity of behaviour is possible (e.g., the mea-
sure of proximity to virtual humans in the studies of Bailenson et
al. [2005]). Indirect measures are extremely valuable as they bypass
any conscious interpretation from the person which could affect the
measured data. However, indirect measures may pose a question to
validity - do these measures really reflect the nature of the studied
construct? To increase validity, a combination of direct and indirect
measures is usually the best choice for a rigorous perceptual study.

Peoples’ responses can also be collected through observation
and qualitative measures. These methods are helpful when we
do not have much knowledge about a particular problem we are
investigating and do not know how to approach it. A Q qualitative
approach will provide a wide range of data but it will be difficult to
analyze in a concise way and subject to noise in the data.

4.3 Stimuli Creation
Obtaining images or videos of adequate quality and that fit the
purpose of a perceptual experiment may be a difficult task. In gen-
eral one is either interested in stimuli that change concisely one
single aspect or in a large collection of stimuli, such that inconsis-
tencies will vanish later as variance within the statistical analysis.
In the following we list several methods to obtain stimuli of virtual
characters together with the advantages and pitfalls of each stimuli
creation method.

• Collecting images from the internet may be tempting and is
certainly the easiest way to obtain big databases. The down-
side is that many aspects (backgrounds, light, dresses, image
resolution and aspect ratio etc.) cannot be controlled and
stimuli taken from blockbuster productions cannot be added
to the submission without separate copyright agreements
with the publishers, which are difficult to obtain. The more
specific the requirements for the stimuli, the more difficult it
becomes to find the right images. In some cases consistency
can be improved by post-processing the selected images (e.g.,
replacing the background or color correction).

• Morphing between images or 3d models has the advantage
that it can be easily accomplished with specialized software.
It is also the fastest method to achieve very fine-grained
sampling between a photograph and a virtual character. The
downside of this approach is that the interpolation is defined
by technical and not artistic terms. Visual artifacts may arise
if the images are highly different.

• Creating stimuli manually by a visual artist offers a high
level of control on the final result at the cost of being very
time-consuming. Caution must be paid to subjective traits
that should be ideally cross-evaluated to prove that the artist
achieved the intended goal.

• Many properties can be controlled in computer graphics by
modifying a few parameters. Such parametrizations greatly
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Figure 3: Transitions between virtual characters from realis-
tic to specific stylizations, sampled by 0%, 33%, 66% and 100%
[Fleming et al. 2016].

simplifies creation of highly consistent stimuli (e.g., con-
trolling the light intensity). However, it is unlikely that an
equal sampling of the parameter space will also create an
equal sampling of the final appearance. The relationship of
parameters and the final appearance is in general non-linear.

• For transferring one property (e.g., texture, motion) from one
character to another, a mapping or cross-parametrization
algorithm will be required. Such algorithms are designed
with certain implicit assumptions that may or may not apply
to the specific case. For example, algorithms that align 3d
meshes try to keep area distortions small. While obvious
limitations of the algorithm can be fixed manually, there is
also a chance that the algorithm itself introduced unintended
effects.

5 CHARACTER APPEARANCE
In this section, we will focus on visual characteristics of virtual
characters that are largely not affected by temporal changes. Some
topics like Level of Detail (Section 5.4) or Lighting and Shading
(Section 5.6) have a rich history of general perceptual studies that
have only a partial overlap with character related topics. In such
cases only a selection of relevant studies will be discussed.

5.1 Character Stylization
Virtual characters are highly diverse, making comparisons between
each other a difficult task. Even in terms of categorization, no
unique definition exists. Based on the observation of different lev-
els of abstraction in comics, McCloud [1993] classifies stylization
along the iconic and non-iconic scales. A realistic face becomes
a smiley under iconic stylization, or a cubist portrait under non-
iconic abstraction. Ritchie et al. [2005] extends this concepts by
introducing hyper-realistic characters, a category for characters
like The Hulk and Golumn, who look highly realistic but do not
exist in real life.

Similar concepts exist for perceptual studies, however a stronger
focus is put on stimuli consistency. The two most common scales
are photo-realistic vs. stylized/iconic and photo-realistic vs. anthro-
pomorphic or hyper-realistic. It is also common to subdivide the re-
alistic vs. abstract scale further by subdividing the abstraction level
into technical components like the general form (shape), resolution

Figure 4: Examples of consistent stylization. Top: non-
photorealistic image filtering [Wallraven et al. 2007]. Cen-
ter: stylization of rendering styles [McDonnell et al. 2012].
Bottom: stylization of shape and material [Zell et al. 2015].

of a mesh (tessellation), surface properties (shading, albedo texture
etc.) and finally motion. Such subdivision reflects both the differ-
ent styles in artwork and the technical limitations. Furthermore,
the fine grained subdivision allows to track back the contribution
and importance of the different ingredients. The downside of this
approach is that testing all these parameters becomes difficult, espe-
cially because the combinations of parameters grow exponentially.
For example testing five characters with four levels of stylization
and two different shaders, requires 40 different combinations. If we
just increase each scale by one additional sample, the number of
stimuli increases to 90. From a practical point of view, creating that
many combinations might not even make sense as some combina-
tions would never be used in practice. However, in terms of data
analysis, equal sampling is preferred.

Several studies investigated how virtual characters are perceived
in terms of realism or appeal across different stylization levels.
However, stimuli in early work were mainly based on pictures
taken from commercial productions [Dill et al. 2012; Hanson 2005;
MacDorman 2006; Schneider et al. 2007]. The lack of consistency
(different characters, lighting, backgrounds etc.) of such stimuli, do
not always guarantee that the origin of the measured effect is only
caused by the different stylizations. For this reason, we focus in the
following on studies with more controlled stimuli sets.

Body Perception. Fleming et al. [2016] evaluated the appeal and
realism of female body shapes, which were created as morphs be-
tween a realistic character and stylized versions following design
principles of major computer animation studios (Figure 3). Sur-
prisingly, the most appealing characters were in-between morphs,
where 33% morphs had the highest scores for realism and appeal
and 66% morphs were rated as equally appealing, but less realistic.
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Faces. Wallraven et al. [2007] studied the perceived realism,
recognition, sincerity, and aesthetics of real and computer-generated
facial expressions using 2D filters to provide brush, cartoon, and
illustration styles. They concluded that realistic depictions improve
subjective certainty about the conveyed expression. Later, they eval-
uated the perceptual realism of computer-generated faces under
progressively blurred normal vectors and textures, finding no effect
with their setup [Wallraven et al. 2008]. In the study by McDonnell
et al. [2012] the authors investigated the impact of different ren-
dering styles on the appeal and trustworthiness of the characters
(Figure 4, top). In contrast to most studies, this was done for static
renderings and short animations. Rendering styles that were close
to the most basic shading model in computer graphics were rated
as less appealing and trustworthy. Motion amplified this effect. By
separating the stylization across shape and material independently,
Zell et al. [2015] (Figure 4, bottom) identified that: (i) Shape is the
main descriptor for realism, and material increases realism only
in case of realistic shapes. (ii) Strong mismatches in stylization
between material and shape negatively affect the appeal and attrac-
tiveness of the characters and make them eerier. (iii) The albedo
texture modifies primarily the perceived changes of the material
and blurring a realistic textures a make-up effect can be achieved -
the character appeal and attractiveness increases, without reducing
realism. (iv) Finally, abstract characters with realistic materials were
perceived as highly eerie, validating the design choices of some
horror movies with living puppets.

Instructors. One rather frequently encountered use-case of vir-
tual characters are instructors or experts. Despite strong progress
over the last years, virtual characters can still be reliably detected
in most cases [Mader et al. 2017]. This raises the question whether
they are perceived as competent as real humans. Confronted with
an ethical dilemma decision within a medical context, participants
had to make a choice before and after the advise of a doctor (expert).
The doctor in the video sequence was either a virtual avatar or a hu-
man. The recommendation of the doctor had a significant influence
on the decision of the participants independently of his appearance.
This was even the case when the motion was modified to be “jerky”.

Figure 5: A real person together with a digital double in a
virtual environment (CAVE) [Waltemate et al. 2018].

Similar results were obtained later in a follow-up study [Dai and
MacDorman 2018]. However, not all studies come to the same con-
clusions. Testing the learning outcome of a recorded lecture with
slides enriched with a small video of the real instructor, a virtual
avatar or a robot, the learning outcome varied. It was smallest for
the virtual avatar. Interestingly, students liked the virtual avatar
as much as the real person and disliked the robot [Li et al. 2016].
Another study tested whether stylization level had an influence on
expert identification and in consequence whether trust is influenced
by stylization [Pan and Steed 2016]. Within the study, participants
had to answer several difficult question and were assisted by two
personalities, where only one was an expert. The personalities were
either digital avatars, humans or a humanoid robot. While the robot
was placed in front of the wall, the two other were projected on
a wall. If the digital avatar was the expert, participants struggled
to identify him. In contrast, experts represented by the robot or
by a real person were identified reliably. Finally, a meta-analysis
comparing the subjectively and objectively measured benefit of
adding human-looking virtual avatars as an interface comes to the
conclusion that adding an avatar is beneficial, but the effect size is
small [Yee et al. 2007].

5.2 Character Realism
With computer graphics reaching closer and closer an indistin-
guishable level of photo-realism, questions remain on how close
we are to this goal and how do we react towards virtual doubles of
ourselves.

Becoming Real. Earlier studies focused explicitly on the identifica-
tion of the boundary when characters are perceived as real, by mor-
phing between photographs and puppet faces [Looser andWheatley
2010] or between photographs and virtual faces [Cheetham et al.
2011]. The results of these works indicate that this question is in-
deed a categorical decision and that characters must match a high
level of realism until they are perceived as real. Furthermore, it
seems that eyes and mouth contain the most relevant information
followed by the nose, while skin is less relevant (see Section 5.7).
Interestingly, due to the visual quality of virtual doubles and output
from machine learning algorithms, the identification of computer
generated characters is gaining interest within forensic research.
Recent studies show that participants exposed to training, feedback
within the trial, and incentives were able to classify up to 85 − 90%
of images correctly as real or computer generated compared to a
performance of ≈ 50% in mechanical Turk experiments without
additional incentives [Mader et al. 2017]. In terms of error detection,
shading is more important than color and compared to other facial
areas judging by the eyes alone reveals the highest accuracy [Fan
et al. 2014].

Doppelgänger. Recent developments in 3d scanning facilitate
new types of experiments where a realistic virtual double of par-
ticipants is created during the experiment (Figure 5). Such virtual
doubles or doppelgängers allow testing the importance of having
a virtual character that are either a look-alike or non-similar to
users. Within an interactive application [Fox and Bailenson 2009],
participants could control the weight of a virtual character by doing
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Figure 6: Illustrative example for changing facial propor-
tions across different stylization levels. Eyes of the character
in the middle are transferred to abstract (left) and realistic
(right) characters.While the abstract character still look rea-
sonable, this is not the case for the realistic character.

physical exercise. If the virtual character was a doppelgänger, par-
ticipants exercised significantly more. Furthermore, advertisement
with doppelgängers tends to be more effective [Ahn and Bailenson
2011] and participants react less aggressive to doppelgängers of
others in games [Segovia and Bailenson 2012]. However, watch-
ing at a virtual double is not always of benefit. In preparation of
public speaking, participants who watched non-similar characters
reduced anxiety compared to watching virtual doubles giving the
talk [Aymerich-Franch et al. 2014]. Virtual doubles, in combina-
tion with motion capturing increase body ownership and presence
within the virtual environment and facilitate the acceptance of the
virtual body as their own [Gorisse et al. 2019; Waltemate et al. 2018].
Finally, accuracy of body weight estimation is independent of the
participant’s gender [Thaler et al. 2018]. However, males accepted a
larger weight range as their own. Females but not males considered
a thinner body as ideal.

5.3 Facial Proportions
In Seyama and Nagayama [2007] stimuli were created by morphing
between photographs of real people and dolls. By controlling in-
dividually the morphing speed of facial parts as well as by scaling
facial parts individually, it was found that realistic characters were
perceived as less appealing if facial parts had strong deviations in
terms of size (e.g., eyes have been locally increased – see Figure 6).
Several studies confirmed that increasing facial parts lowers per-
ceived appeal, especially in case of realistic characters. In addition,
Green et al. [2008] demonstrated that not only proportions, but also
the placement of facial parts may affect negatively perceived appeal.
The measured effect was bigger in cases where the original faces
were more attractive and human-like. The results have been later
confirmed [Burleigh et al. 2013; MacDorman et al. 2009] and partly
extended by demonstrating that a mismatch of realism between
facial parts negatively affects appeal.

The previous studies addressed the perception of rather unusual
facial proportions for realistic characters and their influence on per-
ceived appeal. In case of real people, previous work demonstrated
that some facial proportions are associated with personality traits.
A meta-analysis study concluded that individuals with wider faces
were judged by observers as more threatening, more dominant and
less attractive, especially for male faces [Geniole et al. 2015]. In ad-
dition larger eyes increase trustworthiness [Zebrowitz et al. 1996],
while narrow eyes appear aggressively. Parts of these results have
been confirmed for virtual characters. Narrow eyes have been rated

as more aggressive and less trustworthy for both, abstract creatures
[Ferstl et al. 2017] and more realistic virtual humans [Ferstl and
McDonnell 2018]. It should be noted that eye size should not be
modelled by varying the size of the eyes itself as this will be quickly
perceived as eerie and artificial, but rather by changing the shape
of the eyelids and partly the proportions of the head. Protruding
eyes appear larger, whereas, hooded eyes and monolid eyes appear
smaller. For virtual characters, the opposite result was found for the
perception of wide faces, which were perceived as less aggressive
and dominant [Wang et al. 2013] even when a masculine rather
than a babyface appearance was achieved [Ferstl and McDonnell
2018].

5.4 Level of Detail
Creating models with different level of detail (LOD) is especially
common in real-time applications, crowd scenes and detailed scenes
like cities, terrains etc. The overall goal is to maintain rendering
speed and a small memory footprint without loosing visual accuracy.
Perceptual research on LOD can be divided in two categories: When
do humans notice the artifacts of low-quality models and how
are low quality models perceived when their smaller resolution is
obvious.

Luebke et. al. [2003] provide probably one of the most detailed
descriptions on perception within the LOD context and for top-
ics related to crowds we refer to dedicated tutorials [Badler et al.
2014; Donikian et al. 2009; Huerre et al. 2010; Thalmann et al. 2006,
2007]. Within the context of virtual characters, two different repre-
sentations exist to represent characters at lower resolutions. One
option is to use textured, low resolution meshes. The other op-
tion are impostor techniques, where the object becomes a plane
with albedo textures, transparency and normal maps. To maintain
the 3d illusion, textures are rendered from different views and are
replaced later depending on the user perspective. For computer
displays, impostor representations remain indistinguishable until
a pixel-to-texel ratio of slightly above one-to-one [Hamill et al.
2005]. Flickering artifacts become visible when changing the rep-
resentation from impostor to 3d mesh at a pixel-to-texel ratio of
one-to-one [McDonnell et al. 2006]. Furthermore, impostors are
better at reproducing fine scale deformation and subtle motion than
low resolution models. Differences in the view direction of 10− 20◦
remain unnoticeable. It should be noted that the authors of these
studies mentioned visual artifacts due to aliasing as a reason for
identification of impostors or transitions. Given the strong improve-
ments in anti-aliasing algorithms, both within the rendered image
as well as over the temporal domain, the low quality model may
remain longer indistinguishable within current game engines. In
the case of low-resolution models, visible artifacts can be identi-
fied due to a lack of smoothness within the silhouettes, incorrect
lighting and texture distortion. Studying each factor independently
for virtual characters, Larkin and O’Sullivan [2011] showed that
silhouette is the dominant artifact for simplification identification
at smaller screen spaces and lighting and silhouette artifacts are eas-
ily detected at larger screen spaces. However, when using normal
maps, lighting artifacts can be masked efficiently.
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Figure 7: Appearance change due to facial skin manipula-
tion. Top: The original photograph (left) is edited by remov-
ing wrinkles (center) and removing aging spots and blur-
ring skin imperfections (left) [Fink andMatts 2008]. Bottom:
practical retouching example of the left image with strong
editing of the skin appearance (©Rousselos Aravantinos).

Perception of low quality models when their smaller resolution
is obvious is a side track of realistic vs. non-realistic character per-
ception research. MacDorman et al. [2009] showed participants
several images of virtual faces, combining different textures (from
realistic to simple lines) with geometric levels of detail, where geo-
metric detail was defined by the polygon count. Results suggested
that reducing photo-realism can make the face look less eerie and
more attractive. Similarly, Burleigh et al. [2013] compared faces
with enlarged lips and eyes of different mesh resolutions. Faces
with the lowest mesh resolution had lower variation on the per-
ceived appeal when comparing normal and increased eye size (see
Section 5.3). Furthermore, we also want to point the reader to the
general role of perception within the context of mesh compression,
where perceptual metrics are increasingly used to control the lossy
compression locally [Corsini et al. 2012].

5.5 Skin Appearance
Besides dedicated work on skin appearance of virtual characters,
relevant research has been carried out in the cosmetics research
as well as in general research on attractiveness of people. Many
studies concerning attractiveness of human faces merged different
photographs to achieve average appearance. There was speculation
that this technique impacts ratings of attractiveness not just because
it averages the shape, but also because it removes blemishes and
other skin irregularities [Alley and Cunningham 1991]. Several
studies confirmed that texture changes do result in a significantly
more attractive face [Benson and Perrett 1992; Little and Hancock
2002]. In the cosmetics domain, Fink et al. [2006] created textures

Figure 8: A special case demonstrating the ambiguity of light
andmaterial. Colored light complicates accurate estimation
of the material colors of the porcelain.

from photographs of women of different ages and evaluated these
textures on a single female virtual character. Renderings with pure
skin were rated as younger and more attractive than renderings
with strong variations in skin pigmentation. This observation was
confirmed in a follow-up study, which showed that blurring the
skin texture can increase attractiveness [Fink and Matts 2008]. Zell
et al. [2015] observed similar effects for stylized characters as well.
Blurring realistic textures, while preserving feature contours (e.g.,
lip contours) made characters with realistic shape as well as stylized
shapes more appealing. In fact, texture stylization can be considered
as a process that makes textures more uniform up to the point when
features disappear depending on their visual importance (Figure
7). Empirical observations that smoother skin is considered more
appealing can also be found in many photograph retouching books
(e.g., [Nitzsche and Rose 2011]) and photo-retouching software for
faces.

5.6 Lighting and Shading
The number of papers addressing different effects of lighting and
shading within the context of virtual characters is small, but we
can gain valuable knowledge by taking into account general studies
on lighting and shading. We focus at this point on glossy, diffuse
and translucent surfaces and omit transparent materials as these
are less relevant in the context of virtual characters. Studying the
perception of materials is challenging due to the strong interac-
tion with lighting conditions. Certain visual appearances can be
achieved by either modifying the surface appearance or the environ-
ment lighting as demonstrated in the extreme example in (Figure 8).
Consider, for example, a perfectly polished chrome ball within a
closed box covered with velvet. In the presence of indirect light,
the ball would mirror the velvet surface, making it impossible to
distinguish it from the velvet material of the box. It is therefore not
surprising that participants inconsistently approximate parameters
for glossy surfaces, especially in case of unnatural lighting [Fleming
et al. 2003]. Also, accuracy of identifying equal materials [Pont and
te Pas 2006] or the determination of roughness [Ho et al. 2006]
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vary for different lighting setups. Besides light, even the shape of
an object influences the perception of glossiness [Olkkonen and
Brainard 2010, 2011; Vangorp 2009; Vangorp et al. 2007]. Depending
whether a small or big fraction of the surface area is covered by
highlights, the material will be perceived as more or less glossy.
Such ambiguity can only be resolved by providing several views
of the same object. At the same time, the human visual system
has developed an incredible ability to account for contextual in-
formation as well as surface properties in order to preserve the
identity of an observed object. For instance, a black box remains
identifiable as black no matter how bright the light within the room
is. While humans perceive the box as black under different lighting
conditions, the color will range between different shades of dark
grey. This adaptation to contextual information is referred to as
lightness constancy and it is a major challenge in visual science
[Brainard 2003; Gilchrist et al. 1999].

In the case of translucent materials, the lighting direction has
a fundamental impact on perceived translucency. While frontally
lit translucent objects lack many visual cues (e.g., blurred features,
soft shadows, low contrast), these features are enhanced when il-
luminated from the back [Fleming and Bülthoff 2005]. This effect
is exploited in skin and hair rendering, where accurate shading
models that replicate the physical behaviour of light are rendered
with a back-light to visualize the fidelity of the shading model. In
contrast, shaders that focus on performance and sacrifice accu-
racy are shown under less extreme lighting setups to underline
their visual equivalence. The fact that the human visual system
is tolerant to inaccuracies in lighting or shading was considered
to speed-up rendering, e.g., approximating indirect light between
frames through spherical harmonics [Jarabo et al. 2012]. Another
well-established example is the replacement of the computationally
intensive inter-reflections between surfaces through several sim-
pler light sources [Keller 1997]. Respective perception parameters
have been systematically studied in [Křivánek et al. 2010].

Rather than focusing on accuracy in material perception, the
question remains whatmakes surfaces and light look realistic. Based
on real photographs, Rademacher et al. [2001] identified that sur-
face smoothness and shadow softness increase realism, but not the
number of objects and lights. However, the effect size was bigger
for surface smoothness than for light [Rademacher 2002]. A similar
approach is considered as good practice among digital artists, who
create multi-layered materials, with dedicated textures for surface
scratches, dirt etc. It should be noted that it is often sufficient to
add plausible dirt textures, but not necessarily replicate exactly the
dirt.

Zell et al. [2015], investigated the perceived differences between
accurate lighting and shading models across different stylization
levels of virtual characters. Participants judged a character with
Phong shading lit by simple directional lights with hard shadows
almost as realistic as the same character with complex materials
in combination with global illumination. While this result might
sound surprising within the computer graphics community, Kardos
[1934] mentioned 80 years ago that people tend to ignore shadows
and shading when describing a scene.

Finally, lighting is considered as a powerful tool in cinematogra-
phy to emphasize the mood within a scene. So far the majority of
conclusions are mainly drawn based on observations [Grodal 2005].

Figure 9: Stimuli fromWisessing et al. [2016] for testing two
rendering styles (top/bottom) and five lighting conditions.
From left to right: High contrast/light from above, High con-
trast/light from below, Low contrast/light from above, Low
contrast/light from below, No directional Light.

The number of empirical studies testing the conclusions is rather
small and does not always align with film theory. For example, a
recent empirical study by Poland [2015] found that low-key/high
contrast stimuli produced lightheartedness, contrary to the beliefs
of many theorists and cinematographers. Within the context of
virtual characters, Wisessing et al. [2016] (Figure 9) measured the
impact of render style and lighting on the intensity and appeal of
expressions in short animation sequences. Different lighting direc-
tions, such as the key light placed above or below the character
had very little influence on perceived emotional intensity, and dark
shadows were rated low on appeal.

5.7 Visual Attention of Facial and Body parts
Besides focusing on different aspects that contribute towards the
appearance of a character, one should also consider that some
body parts are more important than others. By using eye-tracking,
McDonnell et al. [2009c] identified that viewers look mainly at the
head and upper torso and used this information to create diverse
looking crowds more effectively. In the case of faces, it is has been
known for a long time [Groner et al. 1984] that people are looking
primarily at the eyes and mouth but the number of fixations at the
eyes dominate, which was later confirmed for realistic renderings
[Raiturkar et al. 2018]. A recent study [Schwind and Jäger 2016]
showed that this is also true for virtual characters of different
stylization levels. On average, participants looked for 35% of the
time at the eyes, while other regions ranged between 0-10%. This
may explain why eyes are considered by practitioners as the most
important aspect to achieve realism.

6 CHARACTER MOTION & BEHAVIOUR
Motion or animation of virtual characters is an integral part of
the character design and can be achieved through artist anima-
tion (key-framing extreme poses and adding in-between frames),
physics based animation (computer generated motion based on
physics laws), and retrieving the actual motion from real life and
applying it to a character (rotoscoping, depth cameras, motion cap-
ture), and combinations of those (synthesized motion). Animation
approaches depend on the types of use, and they each have per-
ceptually based rules which determine their success in creating a
convincing character. In this course, we focus on the perception
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of realistic motion retrieved from motion capture and retargeted
onto a virtual character; we are not interested in all the possible
combinations, such as synthesized or procedural motions used in
interactive scenarios, since the description of all approaches would
result in a lengthy analysis. We therefore leave out some interactive
components of virtual characters (see for example approaches to
generate artificial eye-gaze behaviour [Ruhland et al. 2015a]).

People use non-verbal signs of the character such as motion and
appearance to formulate opinions, judgments, or feelings about the
character. A lot of social information is expressed through motion.
Early work on the perception of biological human motion was done
by putting lights on parts of the human body in a darkened room,
the so called point-light displays.When the humanwas static, all that
was perceived was a group of dots. Whenmoving, the viewers could
identify a human body engaged in a readily identified activity, such
as walking, running, or dancing [Johansson 1973]. When studying
biological motion applied to virtual characters, both shape and
motion information interact to formulate a perceptual effect. It was
found that the detection of biological motion can be obscured by
increasing the anthropomorphism of the character [Chaminade
et al. 2007].

Motion can also carry information about gender, emotion and
personality of the mover. These motion specifics become very im-
portant when building virtual characters which are animated using
natural motion from motion capture. In the next sections, we ex-
pand on these three types of information coming from motion and
explain how they affect the perception of characters of different
appearance.

6.1 Gender
The research using point-light displays have shown that gender
can be recognized from motion when very little shape informa-
tion is present. Men and women have a specific way of walking,
and these differences are apparent to the observers: a pronounced
sway in the area of hips often indicates a female walker, while a
defined movement in the shoulder area indicates that it is a male
walker [Kozlowski and Cutting 1977]. Not only walking, but also
conversational motions (hand gestures, posture) applied to male, fe-
male and androgynous characters, can be accurately recognized as
male or female motions [McDonnell and O’Sullivan 2010]. The par-
ticipants in this study reported focusing on pose and wrist motions
in order to estimate the underlying gender of the mover. Gender
can be recognized from facial motions as well [Hill and Johnston
2001], where females can be discerned from males primarily be-
cause of more frequent nodding, blinking and overall amount of
movement [Morrison et al. 2007].

Character appearance can affect the perception of gender from
motion as well. For motions sparse on gender cues, it is the ap-
pearance of the character that will dominate our perception of the
character’s gender, whereas it is the motion that dominates the per-
ception of characters with an androgynous appearance [McDonnell
et al. 2009a]. In the case where motion with strong gender cues is
applied to a virtual character of the opposite sex, e.g., male walking
motion on a female character, it could result in the “contrast effect”.
Due to this effect, the gender from motion will be perceived even
stronger when there is a mismatch with the gender of the character,

much like a white paper will appear even whiter when put on a
black background. Therefore, a male motion applied to a female
character (and vice versa) may actually seem more “manly” due
to such contrast [Zibrek et al. 2015]. Interestingly, this effect was
dependent on the gender of the observer - males could identify
female motions better and females could identify male motions bet-
ter on a character of a mismatched sex. This example could point
to a selective sensitivity when perceiving gender, perhaps due to
the evolutionary importance in correctly recognizing the opposite
sex, but also shows the importance of controlling for gender of the
participant when conducting perceptual studies.

6.2 Emotion
Because the perception and interpretation of other people’s emo-
tion is essential for effective social interaction, people will find the
character more engaging when it accurately expresses emotions.
And since we put so much importance on emotions in our everyday
life, the ability to recognize and distinguish between different emo-
tional states has a prominent role in perceptual processes. Studying
the perception of emotion is challenging, as there have been many
attempts to define emotions and the exploration of their origin and
development is an ongoing research focus [Lewis et al. 2008]. The
most general definition describes emotions as subjective experi-
ences, where the core feeling is that of pleasure or pain [Frijda
1988]. Several approaches to emotion classification exist in the liter-
ature as well, from defining emotion as discrete categories [Ekman
1992] or as dimensions [Mehrabian 1980; Plutchik 2001]. Ekman’s
approach to emotions was aimed at identifying emotions which
are universally recognized and where similarity in their physical
expression can be observed. He classified them as basic emotions:
anger, happiness, sadness, fear, surprise and disgust. This classi-
fication also provided a simple as well as systematical approach
for the study of emotion recognition from motion, which provided
a comprehensive way to map emotions onto virtual characters.
For example, in facial animation, the classification known as the
Facial Action Coding System (FACS) is used for the creation of
blend-shapes. Dimensional approach to classifying emotions has
shown practical use as well, where Russell’s circumplex model of
emotion [Russell 1980], describing emotions in terms of valence
(positive, negative) and activation (activation, deactivation) led to
synthesized motion generation of complex facial expressions for
characters [Grammer and Oberzaucher 2006].

Basic emotions can be identified through the movement of full
body [Atkinson et al. 2004; Crane and Gross 2007], upper body
[Volkova et al. 2014] and arm motions [Pollick et al. 2001], and best
emotion recognition rates are achieved when facial motions are
combined [Clavel et al. 2009; Ennis et al. 2013; Hodgins et al. 2010],
showing that a virtual character will be engaging when both face
and body correctly express emotions in the animation. The accuracy
of facial expressions is particularly important, as shown by the
study of Hodgins et al. [2010], where facial motion anomalies were
particularly salient evenwhen obvious bodymotion anomalies were
present. Research also shows that there are areas of the face which
are important for particular emotions [Cunningham et al. 2004;
Schyns et al. 2009]: happiness and surprise are expressed mostly
with the mouth; sadness, anger and fear with the eyes and brows, as
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Figure 10: Areas of the face that carry the most informa-
tion about emotions: mouth in happy, eyes in fear, disgust
in nose and upper mouth areas, while sad and angry are ex-
pressed mostly with brow and eyes.

Figure 11: Emotions were recognized equally well on the
different bodies investigated by [McDonnell et al. 2009b]:
androgynous mannequin, cute character, zombie, and point
light display.

seen in Figure 10. One particular study integrated this knowledge
to reverse-engineer facial expressions and improve recognition of
emotions in faces of social robots [Chen et al. 2018]. In terms of
body expressions [De Meijer 1989], the trunk was found to be the
most important in conveying positive emotions. In the study of
Zibrek et al. [2015], happiness and anger were found to be better
expressed with facial and hand movements, while sad and fearful
emotions were more apparent in full body motions.

Biological motion can therefore be used to create identifiable
emotions for virtual characters. Emotion recognition from body
motion is quite robust across different styles of character models,
as the study of McDonnell [2009b] using a range of virtual charac-
ters (Figure 11), from point-light displays to high-fidelity shapes.
However, sometimes character’s appearance reduces the emotion
recognition. For example, more texture information of the skin and
some very abstract styles of rendering which introduce a lot of
details to the face, interfere with efficient emotion perception from
moving faces [Wallraven et al. 2007] or dampen the expression
intensity [Hyde et al. 2013]. While visual fidelity of the character
also requires complex texture information, which can dampen the
emotion expression, it was found that in behavioral scenarios, it
can also change the emotional experience of the viewer. In the

study of Volante et al. [2016], it was shown that a realistically ren-
dered patient, whose health is slowly deteriorating, unexpectedly
increased the feelings of shame and shyness in medical students.
The cartoon and sketch rendered styles had a higher value of the ex-
pected negative emotions and were more appropriate for inducing
a stronger empathetic response, however, the authors suggest that
a realistic character added nuance and complexity to the response
of the students, making the experience more comparable to a real
life situation. A similar finding was reported by Zibrek et al. [2018]
where viewers were more concerned about the realistically ren-
dered character when he was expressing anger and frustration than
other styles (toon CG, toon shaded, zombie, creepy).

6.3 Gender and Emotion bias
When investigating virtual characters, some perceptual effects
which are related to our experience in social interactions may
arise. Particularly gender stereotypes, which are a consequence
of cultural conditioning, impact both the production and percep-
tion of emotions [Brewer 1988]. Studies done with subjects living in
Western societies show that overall, emotions are perceived to be
gender specific. Females were found to be generally more expres-
sive than males (and better at recognizing emotions of others as
well) [Battocchi et al. 2005] but certain emotions were more likely
to be expressed by males, e.g., anger, contempt and pride [Plant et al.
2000]. Sadness and fear were found to be more readily expressed
by females [Fischer et al. 2004].

Based on this knowledge from investigating gender differences in
perception and generation of emotion, studies investigated whether
virtual characters would be subjected to bias as well. The study
of Johnson et al. [2011] explored sex recognition bias on the per-
ception of throwing a ball with an emotional motion style using
point-light displays. They found that an angry throw is perceived
as more male and a sad throw as more female, which supports the
view that anger is more readily attributed to males than females.
This view was extended to full body and conversational motions in
the study of Zibrek et al. [2015]. Here, gender bias was explored on
different types of motion with obvious gender cues (walking) and
less obvious cues (conversation), while the motions were applied
on male and female virtual characters. They found that emotion
biases gender perception according to gender stereotypes: an angry
motion is seen as more male, while fear and sadness are seen as less
male motions. These studies show that perception of motion is influ-
enced by the type of expression - full body motion has more gender
cues than facial or hand motion alone, and emotional expression
or appearance of the character will not influence the perception
of gender. However, when motion type does not give enough in-
formation about the underlying gender, appearance and emotion
will both influence the way the biological motion is perceived (see
Figure 12).

6.4 Personality
In order to create a more complex and engaging behaviour of virtual
characters, one can consider designing them to express personality
traits. As with emotion, different personality theories exist in the
literature. Due to its continuous examination and re-evaluation, the
“Big Five” theory [Costa andMcCrae 1992; Goldberg 1990; John et al.
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Figure 12: Examples of emotion expressions from conversa-
tional motions (top) and walking motions (bottom) from Zi-
brek et al. [2015]. Motions from bothmale and female actors
were applied to virtual characters of both sexes to explore
the perceptual bias.

2008] is perceived by many to be the standard description of human
personality. The Big Five is a hierarchical model of personality
traits with five broad factors (extraversion, agreeableness, consci-
entiousness, openness to experience, and emotional stability). Each
factor is bipolar (e.g., extraversion vs. introversion) and is further
described by specific facets and traits. For example, extraverts are
talkative and sociable, whereas introverts like to keep to themselves.
Emotionally stable people do not get upset easily and keep a calm
attitude even in stressful situations, while neurotic people will be
more easily unnerved. People often assess other people on very little
information and make judgments about their personality without
knowing them before (see studies of zero-acquaintance [Borkenau
and Liebler 1992; Mehl et al. 2006]): conscientiousness is associated
with people who are well groomed and dress smart, while an ex-
traverted person could be identified by having a very expressive
face and hand gestures, and just being overall physically animated
and energetic. A non-agreeable person could be identified by his
or her way of conversing with others - tends to be quarrelsome,
callous.

Some of the indicators of particular personality traits are visual
(appearance, motion), while others are more associated with lan-
guage and interactive behaviour. When this information is used to
design virtual characters, perception can be steered towards a belief
that the character possesses personality traits. It was found that ex-
aggerations in body motion, the general speed of body motion [Neff
et al. 2010], as well as increased speed of facial motion [Hyde et al.
2013] create a perception of the character as being more extraverted.
A recent study on body shape created by using the skinned multi-
person linear model found that for male bodies, extraversion was
inferred from their wide shoulders and triangular body shape, while
non-agreeable and neurotic personality types in women were asso-
ciated with heavy-bottom, short-legged powerful body shapes [Hu
et al. 2018]. Some inadequacies in a character’s motion can also

transfer to the observed personality disorders of the character. For
example, Tinwell [2013] found that virtual characters with inade-
quate upper facial animation exhibit personality traits associated
with psychopathy. Gaze behaviour was found to be very closely
linked to personality as well [Rauthmann et al. 2012; Ruhland et al.
2015b], where characters who avert eye-contact in a conversation
will appear more neurotic/introverted and long, uninterrupted eye-
contact a sign of extraversion [Ruhland et al. 2015b].

It is possible therefore to create distinctive personality traits
and these can be systematically investigated. In the study of Zi-
brek et al. [2014] for example, the Big Five traits were found to
be distinguished by the participants and have a different effect in
combination with the render style they were rendered in. In sum,
there are many indications that appearance influences the perceived
personality, as observed in real people. This creates a fascinating
new venue for researchers in character perception to explore.

Figure 13: Example stimuli from [Hoyet et al. 2013], where
they compared motions of different walkers for distinctive-
ness.

6.5 Distinctiveness
Individuals move in different ways, and this distinctiveness in mo-
tion is perceived by the observers. Distinctiveness of motion style
can be observed in differences between examples of the same be-
haviour (e.g., slow walk vs. fast walk). When designing virtual
humans, human motion style was studied to create motion models,
which can be used to add subtle differences to the characters’ mo-
tion when rendering virtual crowds [Ma et al. 2010] or for creating
synthetic motion or transitions in motion captured motion [Lee
et al. 2002]. However, no complete categorisation of motion styles,
which would help with the creation of complex motion models,
exists yet.

Distinctiveness also helps to identify familiar people based on
motion only, which means that motion carries identity cues as
well [Cutting and Kozlowski 1977]. However, this performance
is quite poor: in the study of Cutting and Kozlowski [1977] only
38% of motions were correctly identified, where 16.7% was the
chance level of guessing the correct identity. It was also found that
people have difficulty distinguishing walking motions of different
people [McDonnell et al. 2008] and it was found that only three
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distinct types of walking motions are necessary to create variety
for virtual walkers in a virtual crowd [Pražák and O’Sullivan 2011].

The research on distinctiveness of body motion found a negative
relationship with attractiveness - less distinctive movement, created
by averaging similar types of motion (walking, jogging, dance) is
perceived as more attractive [Hoyet et al. 2013] (Figure 13). The rea-
son for that is perhaps in the lack of distinctiveness (averageness),
which was shown to play an important role in perceived attrac-
tiveness of real faces [Rhodes 2006]. However, a particular type
of distinctiveness, with sexually exaggerated cues, e.g., feminine
movement in women characters, has been shown to be attractive
as well [Johnson and Tassinary 2007].

7 LIMITATIONS
Our intention within this course was to focus primarily on the
aspects in virtual character perception that are considered most
relevant within the computer graphics domain, namely character
appearance and motion. For this reason, we did not cover other
modalities such as audio, touch, etc. Additionally, virtual character
perception is covered within different domains, such as psychology,
computer graphics, robotics, virtual reality and computer vision,
making it difficult to identify relevant work. While we have tried
to include research from different domains, we cannot guarantee
to cover all relevant publications.

8 OPEN ISSUES
Despite the number of publications on the topic, we are still far from
fully understanding the perception of virtual characters. Virtual
characters have been present in various domains for many years.
Today’s quick developments of real-time rendering technologies
enable communication in virtual environments (VR, AR), and social
media. The need for understanding the implications of different
forms of self-representations of the user either as a doppelgänger
or an artificial avatar has never been greater.

Moreover, a more frequent exposure to virtual characters may
continuously change the way we perceive them, much like how
we are becoming more and more sensitive to bad visual effects in
movies. It is relevant to note, that the perception of virtual charac-
ters is not a static but quite a dynamic research area which needs
continuous reassessment.

One particular problem of virtual characters is their complexity,
both in terms of their creation as well as modelling higher-level
features to represent consistent behaviour. This multidimensional-
ity has the drawback that some factors might cancel out or amplify
each other, leading to inconsistent conclusions. For this reason, we
recommend to begin with the investigation of one or two variables
alone and increase complexity later. In addition, while complexity of
stimuli and variety of implementations prevents a unified approach
to studying virtual characters, we should strive to develop more
standardized measures and unified terminology in the research field
to increase the validity of our results.

One often encountered problem of perceptual studies is the ac-
cess to high quality data and algorithms. A big thank you to all
researchers and artists whomade their assets accessible. Publication
of assets and databases do not only allow access to state-of-the-art
research, but add a baseline for other studies.

Today, we know that the eyes and mouth contribute strongly to
the realism of a virtual character, but we do not know exactly what
is required to make the characters look more realistic. Focusing
more on salient facial and body parts in combination with stronger
consideration of low-level perception could offer a clearer under-
standing of the important features. This could not only help to blur
further the line between computer generated imaginary and photo-
realism but offers interesting insights for designing algorithms to
build digital doubles.

Finally, it should be emphasized that many interesting discover-
ies in character perception were made by rather unconventional
experiment designs (e.g., point light displays, local scaling of fa-
cial parts). We encourage authors to consider prototyping a “crazy”
experiment before dismissing the idea.
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